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1 Introduction

We consider the problem of solving
minimize f(x) + g(x) (1)

where f : R — R is convex and continuously differentiable and g : R — R U {oo} is
proper closed and convex. We also assume that a solution exists. A necessary and sufficient
condition for Z to be a solution is that

0€d(g+ f)(z) = g(x) + V[(x).
This follows from Fermat’s rule, the subdifferential sum rule (f has full domain) and that
Of(x) ={Vf(x)}. Let us introduce the proximal gradient mapping
prox, (I =7V f)
with v > 0 and its fixed-point set F', defined as

F:={z:z=prox, (r —7Vf(z))}
The fixed-point set F' is exactly the solution set to (1).
Proposition 1. The set F satisfies
F={x:0€d9(x)+Vf(x)}
Proof. We have by Fermat’s rule on the prox-grad step:
zeF & T = prox,, (T — YV f(z))
& 0€09(x) +v(T— (T -Vf(2))
& 0€dg(z)+ Vf(z)

O

This implies that F' is the same for all v > 0. It also implies that solving (1) is equivalent
to finding a fixed-point to the proximal gradient method. (This holds in the convex setting,
in the nonconvex setting with nonconvex f, proximal gradient fixed-points are instead critical
points.)

A fixed-point to the proximal gradient mapping can be found in many different ways.
One option is to iterate the proximal gradient map gives, which gives the proximal gradient
method. However, many other methods also exist.

We will base the sequence convergence results in this note on the following theorem.

Theorem 1. Assume that f : R™ — R is convex and continuously differentiable and that
g: R™ = RU{oo} is proper closed convex. A sequence (xr)ren (not necessarily coming from
the proximal gradient method) converges to a point in F (i.e., to a solution to (1)) if (and
only if):

(i) ||prox7g(xk -V f(xg)) —zk]] = 0 as k — oo

(ii) (||lzx — z||)ken converges for all z € F
We defer the proof of this result to Section 3. In the next section, we will show that

the proximal gradient method satisfies these conditions in the convex setting under some
step-size restrictions. Hence it generates a sequence that converges to a solution.



2 Convergence of proximal gradient method

We will provide two different results that hold in different settings. One is based on the
descent lemma, and the other is based on operator theoretic arguments. The descent
lemma approach is more general as it can be used to show convergence under more general
assumptions (it can even tell us something in the nonconvex case), while the operator
theoretic approach allows for larger step-size parameters. We provide two alternative proofs
in the operator theoretic approach. Both results are based on Theorem 1.

The algorithm under consideration is the proximal gradient method

Tpt1 = proxy, o (zk — VeV f (k)

where v, > 0 is a sequence of nonnegative scalar step-length variables. We assume that the
following assumptions hold on the problem and algorithm parameters.

Assumption 1. It holds that:
(i) f:R™ = R is convex and continuously differentiable
(ii) For every xy and xj41 there exists By, € [n,n~1] with n € (0,1):
F@rgn) < flan) + Vi @r)" (@rn —ox) + 5 llon — w3
where By is a sort of local Lipschitz constant
(iti) g : R™ — RU{oo} is proper closed convex
(iv) A minimizer exists (and p* = min, (f(x) + g(x)) is optimal value)

(v) Algorithm parameters v € e, % — €], where € >0
We will show convergence of the proximal gradient method by proving that the generated
sequence satisfies both conditions in Theorem 1 in the convex setting. The first condition

holds even in the nonconvex setting. This stated below, and the proof does not rely on
convexity of f.

Proposition 2. Suppose that Assumption 1 holds. Then
[prox., o (2, — %V f(2k)) — x| — 0
as k — oo.
Proof. The proof uses:
(i) Assumption 1 (74i)
(ii) Prox optimality condition: There exists sg+1 € 9g(zr+1)
0= spr1 + 75 (@h41 — (@x = WV f(21)))
(iii) Subgradient definition: g(zx) > g(xr41) + Spyq (Th — Tht1)

The key inequality is

(5)
F@re) + 9(xre) < flaw) + V@) (@re1 — 20) + Z o — 23 + g(@ria)

(443)

< flar) + Vian) (@rr1 — o) + 2 lzrgr — 2ll3 + g(2n)

D flan) + VI @n) (@ — 2i) + 2 anrn — a3 + g(ai)
+ v N @r1 — (@ — V@) (o8 — Tpi1)

= f(zx) + glex) — (v " = 2 |lwpsr — 23



Since v € e, 627 — €] (where € > 0 can be chosen such that the set is nonempty since

Bi € [n,m71]), there exists 6 > 0 such that
ol €[ +6,67" = Yol - >8>0
Rearranging the inequality and using this gives
Sllxrsr — zll3 < flan) + g(ax) = (F(@ra1) + g(xr41))

Telescope summation gives for all n € N:

0 Nansr —anll3 < D (F(an) + glan) = (f(@rs1) + glerir)))
k=1 k=1

= f(x1) +9(x1) = (f(@n41) + 9(2ni1))
< f@1) + g(@1) — p* < o0
where p* = min, (f(z) + g(z)) and < oo since 21 € domg. Since ¢ > 0, this implies:

[prox.,(zr — YV f(2k)) — k|| = |Tk41 — 2k ]| — 0.

2.1 Convergence proof based on descent lemma

To show that the second condition in Theorem 1 holds based on the descent lemma, we need
to half the allowed step-length range. The following result shows convergence. The proof is
similar to the proof of Proposition 2 but uses in addition convexity of f.

Theorem 2. Suppose that Assumption 1 holds and that in addition v, € [e, 5—2] Then
(llzx — 2z||)ken converges for all z in the fixed-point set F.

Proof. The proof uses:
(i) Assumption 1(iii)
(#i) Prox optimality condition: There exists sp+1 € 0g(Tr+1)
0=spi1+7,  (Tes1 — (@6 — WV F(xr)))
(iii) Subgradient definition: g(z) > g(xk41) + si,1(2 — xp41) for all z € F
(iv) Convexity of differentiable f: f(2) > f(zx) + Vf(zx) (2 — ) for all z € F
(v) That: (241 — k)" (2 = 2pt1) = (e — 2[5 — 2t — 213 — ok — 2x4]13)
The key inequality is
Flanen) + i) € 1ew) + V@) @ 26 + %o — sl + goni)
< P + VI @ — 2 + Sl — el +9(2)
Tz~ )
D flan) + V@) (@ — a0) + 2 lewer — a3 + 9(2)
+ 9 @ — (e = wV () (2 — 2rp1)

(iv)
< f(2) = V(@) (2 — z) + V()T (The1 — 2x)

+ %k”%ﬂ — 23+ 9(2) + v @rgr — (@6 — V(@) (2 — Tis1)
= f(2) +9(2) + %k”ffkﬂ — x5 + ’Y;;l(éﬂkﬂ —2)" (2 = Tpy1)

(v) ot -
= f(2) + 9(2) + B llew — 23 — 300 — Be)llzwsr — zall3

-1
— B llekss — 13



Rearranging the inequality and multiplying by 2y, > 0 gives

ki1 — 2015 < [lze — 203 — (1= Beve) |wrs1 — i3
+ 27 ((f(2) + 9(2)) — (f (Tk41) + 9(@k+1)))

< lzw — 2113 — (1 = Brve)[|zk+1 — 2xll3

since v, € [e, B%c] (where € > 0 can be chosen such that the set is nonempty since fj €
[7,771]). This concludes the proof. O

Proposition 2 and Theorem 2 together guarantee that the conditions of Theorem 1 are
satisfied for sequences generated by the proximal gradient method under the assumption
stated in Theorem 2.

2.2 Convergence proof based on operator properties

In this section, we keep the step-length requirement from Assumption 1 but instead restrict

the assumption on f. We will assume that f is S-smooth, which is stronger than Assumption 1 (7).
For $-smooth f, the gradient is 3~ 1-cocoercive (see below). First we provide a characterization

of cocoercive operators.

Proposition 3. Let C : R™ — R™ be -cocoercive, i.e.,
(Ca —Cy)"(z —y) = B||Cx — Cyll3

holds for all x,y € R™. Then C = QL(I + N) for some nonexpansive (1-Lipschitz) operator
N :R" - R", i.e., an N that satisﬁﬁes

[Nz — Nyll2 < |z —yll2
for all x,y € R™.

Proof. That N = 28C — I is equivalent to that C' = ﬁ([ + N). We therefore need to show
that 28C — I is nonexpansive. The definition

0> B||Ca — Cyl3 — (Cz — Cy)" (z — y)
= BlCw = Cyl + (~1V2B(Cx — Cy)l§ ~ I/ (@ = w3 + 1V2B(Cx — Cy) — /@ - )]
= BICz = Cyll} + (=281/(Cz — Cy)I§ - (@ — IF + £ 128(Ca - Cy) — (- y)I3)
= — &l - )3+ H126C - D - (28C - Iy)|3

which is equivalent to that

(@ = y)ll2 < [26C = Dz — (26C — Ty)]|2,

i.e. 26C — I is nonexpansive. |

The result relies on the following properties of gradients of smooth convex functions and
of proximal operators.

Proposition 4. The gradient Vf of a B-smooth and convex function f : R™ — R is f71-
cocoercive, i.e., it satisfies

(Vf(z) = VW) (@ —y) = B7HVF(2) = VI3

for all x,y € R™. Further (I —~V f) is nonexpansive (1-Lipschitz) if v € (0, %)

2
2
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Proof. The first result on cocoercivity can be found in the note on duality correspondence.
Next, we prove the Lipschitz constant of (I—~V f). We invoke Proposition 3 and let IV be the
nonexpansive such that Vf = §(1+N). Then I -4V f=1- %B(I—i—N) =(1- %)I— %BN.
Now, let v € (0, ) then

(I =7V )(@) = (L =V )2 = (1 = F)z = PNy — (1= F)y — FNyll2
< 11— ) (x ~ y)\|2+||77( z— Ny)l2
< (1=l -yl + LNz - Ny)ll2
< llz—=yl2,
where nonexpansiveness of N has been used in the last inequality. O

Cocercivity of Vf does not hold if f is nonconvex. We will provide two proofs of the
sequence convergences result in this section. The first uses the inequality that defines the
cocoercive operator V f. The second uses that the gradient mapping is nonexpansive. This
second proof becomes simpler. Both proofs also use the following result.

Proposition 5. The prozimal operator of a closed convex functions g : R™ — R U {oo} is
1-cocoercive, i.e., it satisfies

(prox. ,(z) — prox.,,(y))" (z — y) > |lprox.,,(z) — prox.,(y)|l3

for all x,y € R™. Consequently it is 1-Lipschitz continuous (nonexpansive), i.e.,

[[prox., (z) — prox,,(y)ll2 < [z — yl2
for all x,y € R™.

Proof. We claim that prox., = Vr*, where r(z) = vg(z) + ||«[|3. First, we note that r
is 1-strongly convex, hence r* is differentiable, Vr* is 1-cocoercive, hence 1-Lipschitz. The
claim follows since:

prox. ,(z) = argmin(g(x) + L||9c —2|13)
(—v9(x) = 3llz = =3)

= argmax(z" z — (3]|z[13 + vg(x)))
(="

= argmax(z" x — r(x))

= Vr*(z)

= argmax

where we have used the subgradient formula for r* and that or*(z) = {Vr*(z)} due to
convexity of the conjugate. O

Theorem 3. Suppose that Assumption 1 holds and that in addition f is S-smooth, i.e.,
Vi € [67% —¢€|. Then (||zx — z||)ken converges for all z in the fized-point set F.
Proof. For all z € F, it holds that

@rt1 — 23 = [lprox., ,(zx — WV f(zk)) — prox,, ,(z — wV f(2)) |3
< e =V F(ar) = (2 = wV f(2)lI3
= o, — 203 = 2m(Vf (2x) = V()T (21 = 2) + 72V (@r) = V()3
< law — 213 — 2V f (k) = V)G + 72V f (@) = V()3
<y = 2[5 = (3 =WV f(zr) = V()3
where we have used Propositions 4 and 5 in the inequalities. This proves the claim. |
We also provide an alternative proof based on operator properties.



Proof.  Since prox,, ;, and (- V f) for v, € [e, %—e] are nonexpansive (Propositions 5 and 4),

it holds for all z,y € R™ that

[prox,, o (I =V )z —prox,, (I = wV )yl < [T =wV)z — (I =nV )yl < [z =yl

Let in particular = x;, (which implies 241 = prox,, (I — %V f)z) and y = 2 to get the

result. O
This second proof show the stronger property that the proximal gradient operator is
nonexpansive.

Proposition 2 and Theorem 3 together guarantee that the conditions of Theorem 1 are
satisfied for sequences generated by the proximal gradient method under the assumption
stated in Theorem 3.

2.3 Strong convexity

In this section, we repeat the above results in the strongly convex setting. The computations
are very similar to in the convex case. There are two properties that make the analysis
simpler. The solution set to (1) is a singleton, i.e., the solution is unique. The method
sequence is a contraction towards the solution. This is also referred to as that the algorithm
converges linearly (or geometrically). In such cases, sequence convergence does not rely on
Theorem 1.

The two convergence results are respectively based on the descent lemma and an operator
theoretic approach. The operator theoretic approach shows linear convergence for a larger
set of algorithm parameters and it provides a better (smaller) linear convergence rate. Again,
we provide two different proofs in the operator theoretic approach.

2.3.1 Convergence proof based on descent lemma

We assume in addition to what is assumed in Theorem 2 that f is o-strongly convex for
some ¢ > 0. The proof is very similar to the proof of Theorem 2 but uses strong convexity

of f.

Theorem 4. Suppose that Assumption 1 holds and that in addition i € [e, Bik] and that

[ is o-strongly convex with o > 0. Then the sequence (zi)ken generated by the proximal
gradient method converges to the unique solution z € F with linear rate as follows:

1—vyro 2vk 0
lonsr = 213 < 22 llon — 203 = (1 - 222 ) lan — 213
Proof. The proof uses:
(i) Assumption 1 (43)
(#1) Prox optimality condition: There exists sig+1 € 0g(Tr+1)

0=sk41+ ’7;;1(3?k+1 - (mk - ’Yka<33k))>

(iii) Subgradient definition: g(z) > g(xx41) + si,1(2 — xp41) for all z € F

(iv) Strong convexity of differentiable f: f(2) > f(zx) + Vf(z)" (z — xx) + ||z — 2|3 for
all z € F

(v) That: (wxs1 — 22)" (2 — 2rs1) = 3(Jlox — 213 = 2rsr — 2013 = 2w — 21 3)



The key inequality is

@)

F@rr1) + 9@er) < flaw) + V@) @1 — o) + 2 lleee — zil3 + 9(@es)
(444)
< flaw) + V)T (@ — 2n) + 2 l|lzpe — a3 + g(2)
— sta1(2 = Tpp1)
() flzr) + V)T (e — 1) + %”Ik+1 —zi|% + g(2)
+ v kg — @k — V(@) (2 — opg1)

1) )T~ an) — Gk — 23+ V) e — )

+ %’“Hfﬂkﬂ — a3 +9(2) + %Zl(fﬂkﬂ — (26 =V f(26)T (2 — Tps1)
= (=) + (=) + B | — will? — §lan — 2113+ 2 @k — @) (2 — 2ig1)
Y £(2) +9(z) + 305t = o)lle — 213 — 30t = Bolleker — xell3

— Bl — 23

Rearranging the inequality and multiplying by 2v; > 0 gives

k1 = 213 < (1= o) llor = 2115 = (1 = Beye) lowrs — 3
+ 2 ((f(2) + 9(2)) = (f (@h41) + 9(2141)))
< (1= o) llor = 203 + 29 ((f(2) + 9(2) = (f(@rs1) + g(z141)))  (2)

where we have used i € [e, B%c] (where € > 0 can be chosen such that the set is nonempty
since By € [7,771]). Next use that s € dg(z) exists, i.e.,

9(z11) > g(2) + T (Tpy1 — 2)
and that f is o-strongly convex
f@rgn) = f(2) + V) (@hi1 — 2) + §llz — 2 3.

By subdifferential sum rule we have 0 € 9(f +g)(z) = dg(z)+ V f(z). Let s € dg(z) be such
that 0 = s + Vf(2). Add the two previous inequalities to get

F@rgr) + 9(@rg1) = f(2) + 9(2) + (VF(2) + 8) (@he1 — 2) + 512 — p4a 13
> f(2) +9(2) + §llz — 23

Therefore, the inequality in (2) can be continued as

[zr1 = 2l3 < (1= o)lak — 2[5 + 2% ((f (2) + 9(2)) = (f(@+1) + 9(r11)))

< (1= o)z — 2115 — Yo llzess — 213

Rearranging gives

— 2
lonsr = 23 < 5522 lon — 203 = (1 - 22 ) o — 213

This concludes the proof. O

Theorem 4 directly guarantees that the sequence converges (linearly) to the unique fixed-
point. Therefore, we do not need to rely on Theorem 1 to show sequence convergence.



2.3.2 Convergence proof based on operator properties

We assume in addition to what is assumed in Theorem 3 that f is o-strongly convex for
some o > 0. The proof is very similar to the proof of Theorem 3 but uses strong convexity
of f.

The result relies on the following properties of gradients of smooth strongly convex
functions.

Proposition 6. The gradient V f of a B-smooth and o-strongly convez function f : R® — R
with > o > 0 satisfies

(VI(2) = Vi) (@ —y) 2 g5 IV (@) = VIWIE + 75z —yli3

for all z,y € R™. Further (I —yVf) is max(1 — vo,v8 — 1)-contractive (Lipschitz with
parameter less than 1) if v € (0, ﬁ)

Pmof Assume first that 8 > 0. We have f is S-smooth and o-strongly convex if and only if
f— % Z||-113 is convex and (8 — o)-smooth. This is equivalent to that V(f —§||-[3) = V.f —ol
is ——— cocoercive (see note on duality correspondence), i.e.
(Vf(x) = oz — (VI(y) —oy) (x —y) > 35 Vf(z) — oz = (V(y) — oy)ll3
= 555 (IVf(@) = VIWIE +o®lle = yl3 = 20(Vf(x) = Vy) (= —y)).

20 _ pBto -
52-) = 572 gives

Rearrangement and using (1 +

=

Fo(Vf(@) = V) (@ —y) = g5 (IVF(@) = VW + o®le = yl3) +ollz — ylI3

which is equivalent to

(V@) = Vi) (@ =) = 515 (IVf(@) = VI3 + o®llz —yl13) + o 552 lle — yli3

which is equivalent to
(Vf(@) = Vi) (= —y) > 515 (IVf(@) = V)3 + Bollz = yl3) -

To prove that I —+V f is contractive, we start again from that Vf—ol is
We invoke Proposition 3 and let N be the nonexpansive such that V f — UI = ’8 Z(I+ N).

Then [ —AVf=1— 28901 4 N)— gyl = (1 - 282y 3B29) N Now, 1ewe(o
then

L —cocoercive.

7ﬂ)

(I =V F)(x) = (T =V )2 = (1 — L2 )g — WD Ny — (1 — ULy — 2T Ny
< 11— 2By (@ —y)|2 + ||”<B—“’><Nx ~ Ny
< (1 = 28z — )l + 2872 | Nz — Nyl
< (11— 2G| 4 2B 1z — |
< max(1 —yo,76 = 1)||z — ylla.

To prove the case 8 = o, some extra care is needed to avoid division by 0. O

Also here, we will provide two proofs of the linear convergence result. The first uses the
inequality describing V f, while the other uses that it is contractive. The second proof is
simpler, and the first proof also needs following result, which we state without a proof.

Proposition 7. The gradient V f of a differentiable and o-strongly convex and (-smooth
function f:R™ — R with 8 > o > 0 satisfies

ollz =yl < IVFf (@) = Vi)l < Blle = yll2

for all x,y € R™.



Theorem 5. Suppose that Assumption 1 holds and that in addition f is B-smooth and o-
strongly convex and that i € e, ﬁ —e¢|. Then the sequence (xk)ren generated by the prozimal
gradient method converges to the unique solution z € F with linear rate as follows:

lzer1 — 2ll2 < max(l — oy, By — 1)l|zr — 2|l2-

Proof. For all z € F, it holds that

i1 = 2lI3 = [lprox,, 4 (wx — 3V f(2r)) — prox,, 4 (z = wVf(2))[3
<@k =WV f(@r) = (2 = wV )3
= llor = 213 = 29(V f(2r) = VF(2)" (2 = 2) + %IV F (@) = V)3
<z = 213 = FE IV f(@r) = VN2 + oBller — 2113) + 7NV f(@r) = V()3
< (1= 270 oy, — 2)13 — wm(ghs — IV (z) = V()3

where we have used Propositions 6 and 5 in the inequalities. Now, let us apply Proposition 7
to conclude that

o2 if’ykE[ 2

) fto
B2 if . € (525

[

(5%~ WIVI@R) - VO < —wlaZ — e — =13 { .

Q\

Therefore,

1 — 2B 2 2

B+o kO (ﬁ+17 k) if v € e, ?]

2 .
gl—af:;ﬁ Wi (sEs — W) Hom € (53—

k1 = 2113 < fox — 213

|
= ||z —le{
{
{

2

1 2y o (B+0) + 7202 if v, € [e, BT]

B+o

1— 2’7kﬁ(5+0) + 7252 if v € (%’ % _ 6]

o

ek — 22 (1 = 2vko +720?)) if v € [e, 5%]
- 2
(L=2wpB+7iB%) ifwe (g, 5 —d
P R
21— B 2 if'YkE(TB ]

Taking the square root we get
lzs1 — 2lla < max(1 — oy, B — 1)l — |-

This proves the claim. O
We also provide a very short proof using operator properties of prox,, , and I — 'ka f-

Proof.  Since prox,, ; is nonexpansive (Proposition 5) and (I — V) for v € [e, ﬁ — €] is
max (1 — y,o, v, 08 — 1)-Lipschitz (Proposition 6), it holds for all z,y € R™ that

HprOX“/kg(I -V f)r— prOX“/kg(I =WV Nylla < I =%V e =T =V )yl
< max(l — yo, 0 — Dz — yl|2-

Let in particular x = 3 (which implies xy41 = prox,, (I — 7V f)z) and y = z to get the

result. ]
Theorem 5 directly guarantees that the sequence converges (linearly) to the unique fixed-

point. Therefore, we do not need to rely on Theorem 1 to show sequence convergence.



3 Proof of Theorem 1

The proof of Theorem 1 relies on convergent subsequences. Let us first define a subsequence,
and state a well known result on when a sequence possesses a convergence subsequence.

Let (zk)ren be an infinite sequence. A subsequence takes an infinite subset of elements
in (x), e.g., all odd elements or all even elements. We denote a subsequence to (zj) by
(Tn, )ken. A subsequence (2, )ken is convergent if it converges to some limit point, i.e,
Zn, — Z. The full sequence does not necessarily converge if its convergent subsequences
converge:

(z1)ren = (—1%)zen does not converge, while (xax)ren = (1)ren does

The Bolzano-Weierstrass theorem implies the following. Assume that (zx)geny with 2 € R™
is a bounded sequence. Then at least one convergent subsequence exists. We denote by B
the set of limit points of convergent subsequences to (x)ken, i-€.,

Z€B &  there exists a subsequence (xy, )ken With z,, — &

The Bolzano-Weierstrass theorem implies that B # ) if the sequence (z)gen is bounded.
The roadmap to proving Theorem 1 is that we first note that a convergent subsequence
exits since the second condition implies that the sequence is bounded, i.e., B # (). The next
step is to show that any convergent (sub)sequence that satisfies the first condition in the
theorem has a limit point in the set F', i.e. B C F'. The last part applies Browder’s Lemma.

Lemma 1. Assume that S is a nonempty set and that (xp)ren s a sequence such that
(llzk — 2||)ken converges for all z € S. Then

Ty > TES & BCS

After we have proven this lemma, it is enough to show that for any convergent subsequence,
its limit point is in F. We first prove Browder’s lemma.

Proof. A sequence converges if and only if it is bounded and B is a singleton. By assumption,
(2k)ken is bounded and B is nonempty. It is therefore enough to show that B cannot contain
two distinct points. Let Z,y € B and assume they are different, i.e., T # y. Denote the
corresponding subsequences z;, — Z and z,, — ¥. Since Z and § belong to S, the sequences
(llzkx — Z||)ken and (||zx — 7||)ken converge. Now, since for all k € N,

2 (= ) = llor = gll3 — llox — 2l + 1213 - 13113,

the sequence (22} (Z — ))ren converges too. We let 227 (z — §) — 0. Taking the limit along
xy, and x,, gives

0=0-0= lim 22 (z —y) — lim 2% (z-9)=2"(2—9) -5 (@ —9) = ||z — Fll2-
k— o0 k—oc0
Hence T = § and B is a singleton. This concludes the proof. (|

We next finish the proof by showing that the limit points of all convergent subsequences
belong to F'. To prove this, we need the following results.

Proposition 8. Suppose that S C R™ is a nonempty closed set and that (xp)ren s a
convergent sequence xy, — T and all x;, € S. Then T € S.

Proposition 9. The graph of the subdifferential g of a closed convex function g, i.e., the
set

gphdg = {(z,u) : u € dg(=)},

is a closed set.
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We use these results to show that any convergent sequence in the graph of dg converges
to a point in the graph.

Corollary 1. Suppose that g is closed convex and that (zk,uy)ren converges (xrug) — (T,
and that all (xk,ur) € gphdg. Then (z,u) € gphdyg, i.e., u € Ig(T).

EL

Proof. Apply Propositions 8 and 9. ]

Let (xn,)ren be any convergent (sub)sequence with limit point Z and define v,, =
prox,ynkg(acnk — Yo Vf(xy,)), which by assumption satisfies ||v,, — Zn,|| — 0 as k — oc.
The proximal gradient optimality condition is

9g(vn,,) + Vf(an,) > 'Yl:l(xnk — Uny)
Let wy, =75, ' (Tny, — Vny) — Vf(2n,) and
Wy, € Og(vn,) & (Uny s Wn,, ) € gphdg.
Now, since ||v,, — zpn, || = 0 and z,, — Z, we conclude

Upy, = Unj, — Ty, + T, >0+ =17
Wn,y, = Vgl(xnk - U”k) - vf(xnk) —0- Vf(.’f) = —Vf(.’f)

where the second conclusion follows from uniform upper and lower boundedness of v and
continuity of Vf. Therefore (vy,,wn,) € gphdg satisfies (vp,,wn,) — (Z,—Vf(Z). An
appeal to Corollary 1 implies that (z, —V f(Z)) € gphdg, or equivalently —V f(z) € 9¢g(Z)
which is equivalent to that z € F'.

This concludes the proof.
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