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Who cares?

...classical theory of passive network synthesis–a beautiful subject that
reached its zenith around 1960, only to decline steadily thereafter as an active
research interest...

–Malcolm Smith



Who cares?

...classical theory of passive network synthesis–a beautiful subject that
reached its zenith around 1960, only to decline steadily thereafter as an active
research interest...

...turned into the major scientific interest of Kalman’s
last decade...

–Malcolm Smith



Who cares?
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research between 1954–64 that I am most proud of is the 
theorem: if you have full information on the behavior of 
a linear system without access to its interior (black box) 
then you can uniquely identify the ‘completely control-
lable and completely observable’ part of the hypothetical 
linear system in the black box” [4]. For the minimal part 
of the system, internal changes result in external changes 
in the dynamics. Kalman preferred the term generic for the 
equivalent concept in circuits, and for him, the Ladenheim 
catalog is precisely the complete set of generic networks 
corresponding to impedances of degree two. In Kalman’s 
words, “Foster had independently discovered a new uni-
verse of mathematical objects, namely generic networks—
without  defining them or even giving them a name” [4].

The second pillar of Kalman’s interest lay in a subject 
that he had been studying on and off since 1970. The formu-
las in [2] involving homogeneous polynomials, resultants, 
and syzygies led him to say that “Foster independent-
ly discovered, about 100 years after English, French and 

German mathematicians, the basic ideas of algebraic invari-
ant theory” [4]. He elaborated, “The catalog is very care-
fully constructed: the list of 108 generic networks (up to 
and including all networks with two (2) reactive elements) 
is complete, the formulas for the impedance are correct (of 
course, these calculations are quite easy), and the simpler 
realization formulas are probably all correct, but there can 
be doubts about the complex cases. There are some one 
thousand (1K) formulas in the catalog, no explanations, 
a really big, intriguing mess” [5]. He continues, “But the 
catalog is valuable experimental data, to be checked for ac-
curacy and explained by theory” [6].

Kalman outlined the “Road Ahead” in [6]. He gives as 
an example the claim in [1] that if Z  is biquadratic and the 
resultant Res(Z) > 0, then Z  has a minimal realization of 
RC or RL type, and only of that type; and if Res(Z) < 0 then 
Z  has a minimal realization of RLC type, and only of that 
type. Kalman states, “That Foster’s claim is true, up to and 
including the biquadratic case, seems to rest on checking 
each of the 108 cases in the Ladenheim catalog. It is clearly 
a theorem and a proof is badly needed.” It is not known if 
Foster had a proof of this claim that did not depend on the 
catalog, though one such proof is now available [7].

What has been very striking in my own interactions 
with Kalman during the last six years was the enormous 
curiosity and intellectual energy he displayed and his pur-
posefulness to articulate big ideas and connections. No 
better example of this can be found than his remarks on 
Foster’s reactance theorem in [6], which he came to  regard 
on a par with Newton’s gravitational law, “but in Fos-
ter’s case linking the man-made real world of engineering 
with mathematics.” Frequent e-mails and conjectures on 
network synthesis in these last years were supported by 
abundant hand computations and extensive, eclectic read-
ing in science, mathematics, and literature. All this was in 
the context of a very real generosity that he showed to me 
and my students. Even in his last months, with his health 
declining, he wrote to me expressing his determination to 
attend and speak at the 4th Workshop on Mathematical As-
pects of Network Synthesis in Cambridge, held in Septem-
ber 2016. Sadly it was not to be, and it became my task to 
present a memorial lecture for him, discussing his ideas, 
which are his greatest legacy.

The majority of Kalman’s seminal papers were writ-
ten in the first decade of his research. Nevertheless, his 
influence throughout his career has been immense. This 
is equally true of his work in the last decade. It is very fit-
ting to conclude with his own words, “Much remains to be 
done. But the Promised Land has been sighted from several 
directions” [6].

AUTHOR INFORMATION
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University of Cambridge. After several years in Germany, Can-
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FIGURE 1 Rudy Kalman’s lecture on September 27, 2010 at the 
workshop on Mathematical Aspects of Network Synthesis, Würz-
burg, Germany.

FIGURE 2 The workshop dinner in Würzburg, Germany, September 
2010 (from left): Dina Kalman, Jan Willems, Uwe Helmke, Jason 
Jiang, Rudy Kalman, and Malcolm Smith.
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Who cares?

• A very useful class of models:
• Can describe many phenomena
• Many analogues with other physical domains
• Many useful control architectures (PID, phase lead/lag)

• Inspires useful theory:
• Lyapunov functions
• Energy dissipation and passivity
• ...



Today’s Lecture

• Modelling electrical networks
• Analogues
• Network synthesis and state-space models
• Unsolved problems



Modelling circuits

A picture, with a clear mathematical meaning:
• edges⇐⇒ differential equations, driving points
• topology⇐⇒ algebraic equations
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The passive elements

Resistor, inductor, capacitor, connector

1111
2

2 22 N

Element laws, e.g. inductor

I1+ I2 = 0, P1−P2 = L
d
dt
I1.

L = inductance.

[
Pk
( d

dt

)
Qk
( d

dt

) ][ iint,k
vint,k

]
= 0



The passive elements

Transformer

1

2

3

4

n

I1+ I2 = 0, I3+ I4 = 0,

I3 = −n I1, (P1−P2) = n (P3−P4).

n = ‘turns ratio’.

[
0 0 n −1
1 n 0 0

]



iint,j
iint,k
vint,j
vint,k


= 0



The passive elements
Gyrator

1

2

3

4

ρ

I1+ I2 = 0, I3+ I4 = 0,

(P1−P2) = ρ I3, (P3−P4) = −ρ I1.

ρ = ‘gyrator resistance’.

Tellegen B.D.H. : ‘The gyrator, a new electric network element’,
Philips Research Reports, 3, pp. 81-101, 1948.

[
0 −ρ 1 0
ρ 0 0 1

]



iint,j
iint,k
vint,j
vint,k


= 0



Driving points 2-terminal case

1

2

Electrical Electrical
circuitcircuit

P1

P2

I1

I2

V

I

A 2-terminal circuit is a 1-port,
(assuming KCL and KVL).

Port = WLOG in 2-terminal case.

Pair of terminals with external through current and across voltage



Algebraic equations

[
M1 M2 M3 M4

]



iint
vint
iext
vext


= 0



Circuit behavior
Element laws, driving points, conservation laws:

[
M1 M2 M3 M4

diagPk
( d

dt

)
diagQk

( d
dt

)
0 0

]



iint
vint
iext
vext


= 0 (1)



Circuit behavior
Element laws, driving points, conservation laws:

[
M1 M2 M3 M4

diagPk
( d

dt

)
diagQk

( d
dt

)
0 0

]



iint
vint
iext
vext


= 0 (1)

Full behavior

B = {(i,v) : (i,v) ∈Lloc×Lloc satisfy (1)}



Circuit behavior
Element laws, driving points, conservation laws:

[
M1 M2 M3 M4

diagPk
( d

dt

)
diagQk

( d
dt

)
0 0

]



iint
vint
iext
vext


= 0 (1)

External behavior

B =

{
(ie,ve) :

([
ii
ie

]
,

[
vi

ve

])
∈Lloc×Lloc satisfy (1)

}



Analogues

Passive Network Synthesis Revisited Malcolm C. Smith

Table of usual correspondences

PSfrag replacements

•

ElectricalMechanical

spring

mass

damper

inductor

capacitor

resistor

i

i

ii

i

i

v1

v1

v1

v1

v1

v1 = 0v2

v2

v2

v2

v2

v2

F

FF

FF

MTNS 2006, Kyoto, 24 July, 2006 9



Analogues

Passive Network Synthesis Revisited Malcolm C. Smith

One method of realisation

PSfrag replacements

terminal 2 terminal 1gear

rack pinions

flywheel

Suppose the flywheel of mass m rotates by α radians per meter of relative

displacement between the terminals. Then:

F = (mα2) (v̇2 − v̇1)

(Assumes mass of gears, housing etc is negligible.)

MTNS 2006, Kyoto, 24 July, 2006 11



Analogues

Passive Network Synthesis Revisited Malcolm C. Smith

A new correspondence for network synthesis

PSfrag replacements

••

ElectricalMechanical

spring

inerter

damper

inductor

capacitor

resistor

i

i

ii

i

i

v1

v1

v1

v1

v1

v1

v2

v2

v2

v2

v2

v2

Y (s) = k
s

dF
dt = k(v2 − v1)

Y (s) = bs

F = bd(v2−v1)
dt

Y (s) = c

F = c(v2 − v1)

Y (s) = 1
Ls

di
dt = 1

L (v2 − v1)

Y (s) = Cs

i = C d(v2−v1)
dt

Y (s) = 1
R

i = 1
R (v2 − v1)

FF

FF

FF

Y (s) = admittance =
1

impedance

MTNS 2006, Kyoto, 24 July, 2006 13



Network synthesis and state-space models

[
M1 M2 M3 M4

diagPi
( d

dt

)
diagQi

( d
dt

)
0 0

]



iint
vint
iext
vext


= 0

Behavioral state-space model:

Bs =

{
(x,u,y) :

d
dt

x = Ax+Bu,y = Cx+Du
}



Transformer Synthesis Transformer synthesis

I1

I2

V1

V2

I3

I4

V3

V4

n11

n12

n21

n22

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

V1
V2
−−
I3
I4

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

0 0

0 0

n11 n12
n21 n22

−n11 −n21
−n12 −n22

0 0

0 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

I1
I2

−−
V3
V4

⎤
⎥⎥⎥⎥⎥⎥⎥⎦



Transformer Synthesis

[
0 0 NT −I
I N 0 0

]



ia
ib
va

vb


= 0



Transformer and Gyrator Synthesis

Can synthesise
[

R −I
][ i

v

]
= 0

for any R =−RT .



Transformer and Gyrator Synthesis

Can synthesise
[

R −I
][ i

v

]
= 0

for any R =−RT .

Factor:

R = NT
[

0 I
−I 0

]
N



Transformer and Gyrator Synthesis

Synthesise with transformers:
[

0 0 NT −I
I N 0 0

]



i′

i
v′

v


= 0

Synthesise with gyrators:
[

0 −I I 0
I 0 0 I

][
i′′

v′′

]
= 0



Transformer and Gyrator Synthesis

Gyrator extraction

I

V
V ′
1V ′

1

V ′
2

−I′1I′1

−I′2I′2

V ′
2

1

trafos



Transformer and Gyrator Synthesis

Synthesise with transformers:
[

0 0 NT −I
I N 0 0

]



i′

i
v′

v


= 0

Synthesise with gyrators:
[

0 −I I 0
I 0 0 I

][
i′′

v′′

]
= 0



Transformer and Gyrator Synthesis

Synthesise with transformers:
[

0 0 NT −I
I N 0 0

]



i′

i
v′

v


= 0

Synthesise with gyrators:
[

0 −I I 0
I 0 0 I

][
i′′

v′′

]
= 0

v = NTv′′



Transformer and Gyrator Synthesis

Synthesise with transformers:
[

0 0 NT −I
I N 0 0

]



i′

i
v′

v


= 0

Synthesise with gyrators:
[

0 −I I 0
I 0 0 I

][
i′′

v′′

]
= 0

v =−NT
[

0 −I
I 0

]
i′′



Transformer and Gyrator Synthesis

Synthesise with transformers:
[

0 0 NT −I
I N 0 0

]



i′

i
v′

v


= 0

Synthesise with gyrators:
[

0 −I I 0
I 0 0 I

][
i′′

v′′

]
= 0

v = NT
[

0 −I
I 0

]
i′



Transformer and Gyrator Synthesis

Synthesise with transformers:
[

0 0 NT −I
I N 0 0

]



i′

i
v′

v


= 0

Synthesise with gyrators:
[

0 −I I 0
I 0 0 I

][
i′′

v′′

]
= 0

v =−NT
[

0 −I
I 0

]
Ni = Ri



Resistor, Transformer, and Gyrator Synthesis...

Can synthesise
[

R −I
][ i

v

]
= 0

for any R such that R+RT � 0.



Resistor, Transformer, and Gyrator Synthesis...

Can synthesise
[

R −I
][ i

v

]
= 0

for any R such that R+RT � 0.
Factor:

1
2
(
R+RT)= STS



Resistor, Transformer, and Gyrator Synthesis...

Synth with trans and gyr:
[

0 S I 0
−ST 1

2

(
RT −R

)
0 I

]



i′

i
v′

v


= 0

Synthesise with resistors:
[
−I I

][ i′′

v′′

]
= 0



RLTG synthesis
Synthesise with RTG:

[
−A −I −B 0
C 0 D −I

]



iint
vint
iext
vext


= 0

Synthesise with L
[

I d
dt −I

][ i′

v′

]
= 0



RLTG synthesis



−A −I −B 0
C 0 D −I
I d

dt I 0 0







iint
vint
iext
vext


= 0



RLTG synthesis




I d
dt −A 0 −B 0

C 0 D −I
I d

dt I 0 0







iint
vint
iext
vext


= 0



RLTG synthesis




I d
dt −A −B 0 0

C D −I 0
I d

dt 0 0 I







x
iext
vext
vint


= 0



RLTG synthesis

Can synthesise any state-space model for which

[
−A −B
C D

]
+

[
−A −B
C D

]T

� 0.



An equivalent characterisation

Every external RLCTG network behavior admits a state-space realisation with

[
−A −B
C D

]
+

[
−A −B
C D

]T

� 0.



Special cases

TABLE 1: Structure of the realisations for networks constructed out of resistors (R), inductors
(L), capacitors (C) and transformers (T). The first column gives the types of elements used (for
example RT indicates that the network is constructed using only resistors and transformers). The
second column gives the internal signature of the realisation. The third and fourth columns give
the structural properties in the matrices A, B, C and D that describe the behavior of the network
constructed out of the given types of element. Theorem 2 shows an equivalence between the
types of circuit, and the structure in these matrices. That is, every RT circuit has a realisation
with matrices of the given structure, and conversely every realisation with the given structure
can be synthesised with an RT circuit. This allows us to reason about classes of network models
purely in terms of structured matrices, which forms the basis for the proposed optimal control
methods.

⌃i

"
A B

C D

#
Conditions

L
os

sl
es

s
N

et
w

or
ks

T N/A

2
64 0 D12

�DT
12 0

3
75 –

LT �I

2
64

0 B1 0

BT
1

0

0 D12

�DT
12 0

3
75 –

CT I

2
64

0 0 B2

0

BT
2

0 D12

�DT
12 0

3
75 –

LCT
"
I 0

0 �I

#
2
6664

0 A12

�AT
12 0

0 B12

B21 0

0 BT
21

BT
12 0

0 D12

�DT
12 0

3
7775 –

L
os
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N

et
w

or
ks

RT N/A

2
64 D11 D12

�DT
12 D22

3
75 D11 ⌫ 0, D22 ⌫ 0

RLT �I

2
64

A B1 B2

BT
1

�BT
2

D11 D12

�DT
12 D22

3
75

"
�A B2

BT
2 D22

#
⌫ 0, D11 ⌫ 0

RCT I

2
64

A B1 B2

�BT
1

BT
2

D11 D12

�DT
12 D22

3
75

"
�A B1

BT
1 D11

#
⌫ 0, D22 ⌫ 0

35



Special cases
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Open problems

• Transformerless synthesis
• Synthesise resistive ’4 ports’
• ...



Exploit structure for Optimal Control

�K (s) G (s)+

+
w2

u
w1

y

Figure 3: Block diagram representation of Problem 2. This is a standard setup, in which the
effects of process and sensor noise (w1 and w2) on the process output and control effort (y and
u) are to be minimised.

38



Exploit structure for Optimal Control

Optimal Controller:

such that
kTzwk• < �,

where • denotes either the H2 or H1 norm, and Tzw the transfer function from w =

2
4w1

w2

3
5 to2

z =

2
4y

u

3
5 defined by eqs. (29) and (30).

As shown in Table 1, LCT networks always admit a realisation where the A, B and C4

matrices satisfy

2
4 A B

C 0

3
5 =

2
666664

0 A12

�AT
12 0

0 B12

B21 0

0 BT
21

BT
12 0

0 0

0 0

3
777775
. (31)

The following theorem shows that when the process in eq. (29) has dynamics of this form,6

Problem 2 has an analytical solution in both the H2 and H1 case. As explained in Examples 1
and 2 below, both these control laws can be synthesised with an an electrical network that inherits8

the network structure of the process. This means that if the process is distributed (in the sense
that the underlying LCT network has a sparse topology), the controller is too, which coupled10

with the analytical nature of the solution, makes these control laws highly scalable. Interestingly
in the H1 case the control law is static and completely decentralised. As discussed in Remark 312

it also has strong connections to robustness with respect to normalised coprime factors.

Theorem 4: If A, B and C are as in entry LCT of Table 1, then the following are14

equivalent:

1) There exists a controller in the form in eq. (30) that solves Problem 2.16

2) The controller in the form in eq. (30) with

2
4 Ac Bc

Cc Dc

3
5 =

8
>>>>>>><
>>>>>>>:

2
64

A � 2BBT B

BT 0

3
75 in the H2 case;


p

2I

�
in the H1 case;

solves Problem 2.18

Before proving this result, we will first make some comments and give some examples.
The proof can be found at the end of the subsection.20

21



Example I

12

3

PG,1

!1

PG,2

!2

!3

(a)

12

3

u1 2⌦ y1u22⌦y2

(b)

Figure 5: (a) illustrates the construction of the electrical analogue of a swing equation model for a
small electrical power system. The same process applies to systems of any size. In this analogue,
currents correspond to power flows, and nodal voltages to electrical frequencies (the rate of
change of electrical angle). The generator buses (the labeled nodes) give the locations where
either renewable generators or conventional synchronous machines are connected. The inductors
that connect the nodes correspond to the transmission lines. The renewable generators (nodes
1–2) inject currents into the network corresponding to the deviations in power production from
the renewable source. Conventional generators are modelled as capacitors, where the capacitance
reflects the inertia in the machine. (b) illustrates an electrical realisation of the optimal control
law for this network, as derived in Example 2. Each renewable generator in the network sets
its electrical frequency to uk. The current generated by the k-th current source in the controller
is set to equal the measured power production of the k-th renewable source. Interestingly the
control law inherits the structure of the electrical network (it has the same topology, except
for the addition of a set of 2⌦ resistors), giving it a simple and highly scalable distributed
implementation.
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Figure 5: (a) illustrates the construction of the electrical analogue of a swing equation model for a
small electrical power system. The same process applies to systems of any size. In this analogue,
currents correspond to power flows, and nodal voltages to electrical frequencies (the rate of
change of electrical angle). The generator buses (the labeled nodes) give the locations where
either renewable generators or conventional synchronous machines are connected. The inductors
that connect the nodes correspond to the transmission lines. The renewable generators (nodes
1–2) inject currents into the network corresponding to the deviations in power production from
the renewable source. Conventional generators are modelled as capacitors, where the capacitance
reflects the inertia in the machine. (b) illustrates an electrical realisation of the optimal control
law for this network, as derived in Example 2. Each renewable generator in the network sets
its electrical frequency to uk. The current generated by the k-th current source in the controller
is set to equal the measured power production of the k-th renewable source. Interestingly the
control law inherits the structure of the electrical network (it has the same topology, except
for the addition of a set of 2⌦ resistors), giving it a simple and highly scalable distributed
implementation.
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Reasonable starting point for grid forming inverter design:
1. Easy to scale
2. Inherits network structure
3. Nothing to do with sparsity!
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Figure 4: Illustration of the observation about the optimal control law from Remark 3. In the
scalar case, the H1 norm of "

G (s)

I

#
(I + K (s) G (s) )�1

h
K (s) I

i
,

where G (s) = C (sI � A)�1 B and K (s) = Cc (sI � Ac)
�1 Bc +Dc can be understood in terms

of the Riemann sphere [47, §2.4]. In particular for any stabilising controller, the size of the H1
norm of the above transfer function is given by one divided by the minimum chordal distance
between the projections of the Nyquist plots of G (j!) and 1/K (j!) onto the Riemann Sphere.
Maximising robustness with respect to coprime factor perturbations therefore corresponds to
maximising the chordal distances between the projections of G (j!) and �1/K (j!). The Nyquist
plots of networks constructed out of inductors, capacitors and transformers (LCT networks)
always lie on the imaginary axis. Therefore their projection onto the Riemann sphere corresponds
to the great circle parallel to the imaginary axis, as shown in red in the figure. The projection
of the �1 point is at a chordal distance of 1/

p
2 from the projection of the Nyquist plot for any

LCT network for all frequencies, and in fact corresponds to the optimal control law. As shown in
Theorem 3 and Remark 3, the control law K = I is optimal even in the multi-input-multi-output
case.
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Remark 2: The control laws in Theorem 2 are optimal control laws (note that a stabilising
control law always exists since by Theorem 2 (C, A) and (A, B) are observable and controllable).2

Remark 3: The H1 case of Problem 2 is very closely related to the problem of minimising
the H1 norm of4 2

4G (s)

I

3
5 (I + K (s) G (s) )�1

h
K (s) I

i
, (32)

where G (s) = C (sI � A)�1 B and K (s) = Cc (sI � Ac)
�1 Bc + Dc. This optimal control

problem is special in the sense that all four closed-loop transfer functions are penalised, and is6

precisely the transfer function that should be minimised to obtain robust stability with respect
to perturbations to the normalised coprime factors of G (s). It is also the central object in the8

loop shaping design procedure of McFarlane and Glover [33]. It follows directly from the proof
of Theorem 3 that if Tzw is replaced with eq. (32), in the H1 case Theorem 3 holds with10

2
4 Ac Bc

Cc Dc

3
5 =

h
I

i
.

In the scalar case this can be understood graphically using the Riemann sphere as explained in
Figure 4. Note that the H2 norm of eq. (32) is always infinite since eq. (32) always contains a12

direct term.

Example 1: The use of natural phenomena to solve optimisation problems has a rich14

history. In this example we illustrate this by constructing an electrical circuit, with natural
connections to the H1 case of Problem 2, that solves the constrained least squares problem.16

The objective of constrained least squares is to find an x̄ 2 Rn that satisfies

min
x̄2Rn

kAx̄ � bk2 , s.t. Cx̄ = d, (33)

where A 2 Rm⇥n, C 2 Rp⇥n, b 2 Rm and d 2 Rp are the problem data. Constrained least squares18

encompasses a very broad class of problems including, for example, finite horizon LQR, and
includes standard least squares and minimum norm solutions to a set of linear equations as20

special cases (p = 0, and A = I and b = 0, respectively). The solution to eq. (33) can be
obtained from the Karush-Kuhn-Tucker conditions22

2
4�AT A �CT

C 0

3
5
2
4x̄

z̄

3
5 =

2
4�AT b

d

3
5, (34)

where we assume for simplicity that

i) C is right invertible;24

22
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ii)

2
4A

C

3
5 is left invertible;

so that these equations have a unique solution. We will now see that the solution to eq. (34)2

arises naturally from the H1 solution to Problem 2.

To this end, consider the system4

d
dt

x =

2
40 �CT

C 0

3
5x +

2
4AT

0

3
5 (u + w1 � r1) +

2
40

I

3
5r2,

y =
h
A 0

i
x + w2.

(35)

The system matrices takes the form of those in the LCT entry of Table 1, and therefore eq. (35)
can be synthesised using p inductors, n capacitors and some transformers (note it is not immediate6

from the table that r2 can be incorporated, but in fact it corresponds to inserting a driving point
voltage in series with each of the inductors). When the reference signals r1, r2 are zero, this8

system is in precisely the form of eq. (29) in Problem 2, and so Theorem 4 applies. In light of
Remark 3 the control law10

u = �y, (36)

which can be synthesised by connecting unit resistors across each of the external terminal pairs,
maximises robustness with respect to normalised coprime factor perturbations. We also see from12

eq. (35) that the closed loop system becomes

d
dt

x =

2
4�AT A �CT

C 0

3
5x +

2
4AT

0

3
5 (w1 � r1) +

2
40

I

3
5r2,

y =
h
A 0

i
x + w2.

Therefore by applying the step inputs r1 = bH (t) and r2 = dH (t), where H (t) denotes the14

unit step, we see that

lim
t!1

x (t) =

2
4x̄

z̄

3
5.

This means that for any b and d, the solution to the constrained least squares problem can be16

obtained by measuring the voltage across the capacitors. Of course it is not necessary to actually
use an electrical circuit to implement eqs. (35) and (36). These equations could equally well be18

interpreted as a simple algorithm which can be easily distributed in the case of sparse A and C,
and Theorem 4 then shows that this algorithm has excellent robustness properties.20

It is also interesting to note that the standard consensus algorithm [34] also arises as a
special case of the above, by setting p = 0 and A to be an incidence matrix. The corresponding22

23
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